Combining Magnetic Flux Leakage and Optical Inspection Technique for Identification of Nearby Pittings
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Abstract: Magnetic Flux Leakage (MFL) is an indirect measurement technique. Therefore, calibration curves are generally used to estimate the depths of the defects from the measured MFL signals. This has been shown to give good results on varying degrees of the single defects. However due to the interaction between the leakage fluxes, nearby pittings can not be discriminated and properly assessed using the conventional MFL technique. In order to ensure reliable measurement for this case, the MFL technique is combined with the optical inspection technique. The main contributions of this study are to develop a new calibration method based on the defect depth, defect area as well as the amplitude of the corresponding MFL signal and propose a novel combined approach for detection and identification of the nearby pittings. MFL and optical inspection techniques are applied to a test specimen containing the nearby pittings. The results obtained from the experimental tests demonstrate the efficacy of the proposed approach.
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1 INTRODUCTION

Carbon steel pipelines are widely used to transport invaluable energy resources such as oil and gas over long distances. Pitting corrosions are frequently found in the pipelines and may occur singly or in colonies. Colonies of nearby pittings are hardly found in liquid pipelines due to the corrosion mechanism. These defects are usually found in gas pipelines and increase the likelihood of a leak [1]. Due to the interaction between the defects, nearby pittings reduce the ability of a pipeline to withstand the internal pressure [2]-[4]. Also, these defects increase the corrosion growth rates in the wall of the pipeline [5].

In order to prevent pipeline failure, early detection of the defects is extremely important [6]. Over the years, a number of techniques have been developed for inspection of the pipelines. However, magnetic flux leakage (MFL) and ultrasonic (UT) are two conventional methods for inspection of the pipes [7]. MFL is the most widely used method for inspection of the gas pipelines [8]-[9] while UT generally can-not be used due to the absence of the needed liquid coupling medium [10]-[11]. The MFL technique consists of magnetizing the ferromagnetic pipe wall to the magnetic saturation state and detecting the defect-induced magnetic leakage fields using the magnetic field sensors. A pitting corrosion acts as an area of high magnetic reluctance that causes magnetic flux to leak out of the defect [12]. MFL techniques can characterize most corrosion defects with sufficient accuracy. However, some corrosion geometries such as nearby pittings provide a greater challenge for the traditional MFL technique [13]. This is the problem we addressed in the paper, namely the characterization of the nearby pittings using the MFL technique.

This paper provides insight into why nearby pittings are erroneously sized with MFL technique and proposes a novel solution for this problem. A major contribution of this study is to introduce and investigate a novel approach for decomposing the shapes and depths of the nearby pittings using the combination of MFL and optical inspection data. Also, a new method for calibrating the MFL signals is developed to better estimate the depths of the pittings.

2 LITERATURE REVIEW

The major limitation of the MFL technique is its inability to accurately characterize the nearby pittings. MFL signals are considered to be proportional to the defect volume [14]. So, the MFL signal amplitude is not a direct indicator of the underlying defect depth but is a function of defect depth combined with length and width. Depth of the pittings is the most critical dimension because it increases the likelihood of a leak [15]-[18]. The defect depth can be extracted from the volume, length and width measurements which need calibration work. Although the calibration of the MFL signals in terms of defect depth is abundant in the literature, the MFL relationship to defect area (the length and width of a defect) has been largely overlooked. Taking into account the defect area is helpful to estimate the depth accurately, in particular in case of the nearby pittings. However, the broader MFL signals interfere for nearby pittings which make accurate depth sizing very difficult [19]. In other words, MFL data do not provide a sufficiently detailed resolution to identify distinct corrosion pits in the nearby pittings and this subsequently influences the depth sizing accuracy. This is caused by the nature of the electromagnetic non-destructive testing methods and an urgent solution for this problem is required.

In the past, inspection systems based only on a single technique were used for detection of the defects. Researches have shown that, while single-technique systems can provide useful data, there are also limitations to each type of technique. Considering the variety of the possible defects, single-technique systems (either magnetic or ultrasonic) do not yield sufficient information for accurately characterizing the defects. For this reason, inspection systems utilizing multiple techniques have been suggested to overcome these limitations and to ensure the optimal detection of the defects.

The simultaneous use of multiple techniques provides several advantages compared to the single-technique systems. Looking at the same defect by different datasets gets an increasingly clear picture. These data can be correlated more completely resulting in a reliable analysis and defect identification [20]-[24].

The process of sizing the nearby pittings is a two-step process. First, the MFL data must be partitioned into individual pittings. Second, the individual pittings are sized using the appropriate calibration models. Currently, optical inspection technique is one of the best techniques available for the pipe surface measurement. This technique can inspect the internal surface of the pipelines at a resolution of 1mm or finer and get a high resolution data for defect surface measurement [25]. To overcome the limitations of the MFL, optical inspection technique can be combined with this technique to enable increased discrimination of the individual pittings in colonies of the nearby pittings.

The contribution of this work is twofold. First, a new method for calibrating the MFL signals is developed to better estimate the depths of the pittings.

3 MFL EXPERIMENT

The MFL experimental setup comprised a magnetizer, a specimen, a controllable scanner, a data acquisition system and other associated units as schematically shown...
in “Fig. 1”. The Hall-effect sensor was scanned over the surface area of the specimen using a 3-axis scanner. The scanner acquired its movement instructions from a PC, by the parallel port. The scanning region was centralized on the defects geometry and was 1cm on either side of the edges of the defects. The scanning resolution was set to 2mm in both axial and circumferential directions. At every x-y position on the scanning region, the MFL signals were precisely obtained with a gauss meter and recorded on a computer via a USB connection. Throughout all the MFL experiments, the lift-off distance was kept constant equal to 2mm.

Figure 2 shows the photograph of the MFL experimental setup.

MFL experiments were performed on the X52 steel plate containing a series of machined nearby pittings. The thickness of the steel plate was 10mm. Defects were located at the central area of the specimen. Pitting defects had 10mm diameter and different depths. The work was limited mainly to the interactive type of the pittings vertically aligned to the magnetization direction. The degree of interaction was considered in four patterns according to the edge-to-edge distances between the two nearby pittings. The photograph of the nearby pittings with different edge-to-edge distances are shown in “Fig. 3”.

Figure 4 shows the MFL C-scans obtained from the experimental tests. The amplitudes of the MFL signals were normalized in order to obtain a maximum contrast. The solid circles in “Fig. 4” indicate the true positions of the pitting.

The C-scans in “Fig. 4” clearly show the inability of the MFL technique for discriminating the widths of the nearby pittings. As a result, the MFL C-scan might report a wide pitting defect when in actuality the defects are two nearby pittings. This can be explained by the fact that the broader MFL signals interfere with each other, which makes it difficult to discriminate the individual pittings. However, estimation of the defect depth is very sensitive to the width of the defect and a good estimation of the width is essential for proper depth sizing [26]-[27].

The optical inspection system comprised a CCD camera, a linear laser diode, and a 3-axis scanner. Camera calibration factors are achieved by a calibration technique suggested by Zhang [28]. The experimental measurement system is shown in “Fig. 5”.

During the scanning of the optical inspection system along the surface of the specimen, the laser lines are constantly captured by the camera. By means of a frame grabber, the inspection data were actually stored as a movie. The scanner moved at a constant speed of approximately 0.03 m/s. The recording frequency of the camera was 30 frames/s.
For analysing the raw data, MATLAB software and image processing codes were used. First, the frames of the recorded movie were extracted. The image processing techniques including contrast adjustment, median filter, and canny edge detector were implemented to enhance the quality of the images and to detect the edges of the laser lines [29]. The images of the laser lines at the positions of the pittings with different separation distances are shown in “Fig. 6”.

After the laser lines were extracted from the background images, an intensity extraction algorithm was applied to the segmented laser lines. The algorithm calculated the mean values of the intensities along the individual segments. Equation (1) was used for computation of the local average intensity. In Eq. (1), $\mu_j$ is the local average of segment $j$, $i$ is the gray level intensity of a certain image point, and the size of the scanning window is $n \times m$.

$$\mu_j = \frac{\sum i}{n \times m} \quad (1)$$

Intensity plot along the laser line passing through the nearby pittings with a 20mm separation distance is shown in “Fig. 7”. In this plot, X-axis is circumferential distance onto the laser line in mm and Y-axis is the intensity level. The peaks of the intensities in the above line plot show the positions of the pittings onto the laser line. A C-scan image of the nearby pittings is produced from the sequential intensity plots, while the inspection system scans the surface of the plate. C-scan images for the defined defect geometries are shown in “Fig. 8”.

In the obtained C-scans, resolutions of 1 mm along the line segments and resolutions of 1 mm in the longitudinal direction were considered. Abrupt changes of the intensities in the circumferential as well as longitudinal directions indicate the positions of the pittings. The main interest here was to identify the pixels where the differences in the intensity levels were high. It was noted that the edges of the pittings were located when using this technique.

Thresholding technique was utilized so that the image was processed in a binary format. Edges of the defects were identified at this step. Low intensity pixels and background pixels were filtered while high intensity pixels were identified as edges. In this step, all the pixels which had a higher intensity than a predefined threshold were identified. These pixels had a high chance of belonging to the defect edges.

Then, a circle fitting algorithm was applied to the identified pixels and edges to estimate the diameters of the pittings (Fig. 9). The results of the diameter estimation compared to the real sizes of the pittings are
The relative error for diameter estimation is below 6 percent. The abrupt changes in the intensities can be related to the geometrical changes of the inspected surface where defects occur and the characteristics of the reflected light at those locations. At the edges of defects, the surface changes from horizontal to oblique and this leads to the variation of the light incidence angle. Since the quantity of the reflected light is proportional to the incidence angle, as a result the reflected light intensity changes, as shown in “Fig. 8”.

Although optical inspection data only give the two dimensional profile limited to the length and width of the defect and do not have the capability to give depth information of the pittings, they can still be used to optimize the width sizing accuracy of the nearby pittings. As a result, the depth estimation accuracy of the nearby pittings is improved by combining the information received from the MFL and optical inspection techniques.

### Table 1

<table>
<thead>
<tr>
<th>The spacing between the pittings</th>
<th>Pitting depth</th>
<th>Pitting diameter (mm)</th>
<th>Diameter estimation error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4R=20mm</td>
<td>80%t</td>
<td>10</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>30%t</td>
<td>10</td>
<td>-3.3</td>
</tr>
<tr>
<td>3R=15mm</td>
<td>80%t</td>
<td>10</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>30%t</td>
<td>10</td>
<td>4.5</td>
</tr>
<tr>
<td>2R=10mm</td>
<td>80%t</td>
<td>10</td>
<td>-0.6</td>
</tr>
<tr>
<td></td>
<td>30%t</td>
<td>10</td>
<td>-0.5</td>
</tr>
<tr>
<td>1R=5mm</td>
<td>80%t</td>
<td>10</td>
<td>-5.4</td>
</tr>
<tr>
<td></td>
<td>30%t</td>
<td>10</td>
<td>0.1</td>
</tr>
</tbody>
</table>

5 COMBINATION OF THE MFL AND OPTICAL INSPECTION RESULTS

MFL and optical scanning are different inspection techniques. Each of these two techniques operates utilizing the distinct physical phenomena (magnetic versus optical). In MFL, the leakage fluxes are measured. In optical scanning, the emitted laser intensities are registered while the specimen is scanned by a laser. The separation and sizing of the nearby pittings were carried out using the combined evaluation of the MFL and optical inspection data. In this case, the optical inspection data help the MFL depth estimation algorithm by enabling increased discrimination of the individual pittings. The flowchart for the depth estimation of the nearby pittings is given in “Fig. 10”.

![Fig. 10](image) Steps of the depth estimation for the nearby pittings.

For each technique, the C-scans were evaluated separately and then transferred into a combined evaluation. The C-scans as acquired from the nearby pittings having circumferential distances between 5mm and 20mm clearly showed that optical inspection technique provided a greater discrimination of the shapes of the individual pittings. However due to the blooming effects [30], the MFL signals interfered for circumferential distances < 20mm, which made it difficult to separately identify the individual pittings. This was due to the nature of the electromagnetic non-destructive testing techniques and the morphology of the defects. Thus, the accuracy of the depth estimation may be reduced.

A combined evaluation of the MFL B-scan/C-scan data with the C-scan data of the optical inspection measurements can provide an improved depth estimation of the nearby pittings. In this case, the C-scans of the optical inspection technique were used to segment the MFL data into individual pittings as well as to facilitate the diameter estimation of the pittings. It is worth mentioning that the MFL data region corresponds to the same physical area of the steel plate scanned by the optical inspection technique.

![Fig. 11](image) 1-D MFL line scanning results for the nearby pittings with the spacing of 4R.
Estimation of the pitting depth from the MFL amplitude alone is difficult unless the area parameter (diameter) of the pitting is established first. The MFL signal is a unipolar signal and its amplitude is not directly proportional to the depth but more closely related to the volume of the defects. So, the depth can be extracted from the area (diameter) and volume (MFL signal amplitude) data of the defect. After the pitting diameter is estimated, its value together with the maximum amplitude of the corresponding MFL signal are utilised to estimate the pitting depth. These inputs are shown in “Fig. 15” as input 1 and input 2, respectively.

It should be noted that the calibration surface is produced with a reference set of pitting defects. In “Fig. 15”, the peak amplitude of the MFL signals as a function of the pitting diameter and pitting depth is presented. The diameters of the pitting defects varied from 5mm to 20mm and the depths of them varied from 10% (1mm) to 100% (10mm). The peak amplitude of the MFL signal was acquired by subtracting the background signal from the total MFL signal. Using the appropriate interpolation and extrapolation method, this calibration surface can be used to identify the pittings with different diameters and depths.

Table 2 shows the diameter and depth estimation results compared to the real sizes of the pittings.

<table>
<thead>
<tr>
<th>The spacing between the pittings</th>
<th>Pitting depth (%)</th>
<th>Pitting diameter (mm)</th>
<th>MFL amplitude (gauss)</th>
<th>Diameter error (mm)</th>
<th>Depth error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4R=20m</td>
<td>80%</td>
<td>10</td>
<td>307</td>
<td>-0.013</td>
<td>2</td>
</tr>
<tr>
<td>m</td>
<td>30%</td>
<td>10</td>
<td>199</td>
<td>-0.033</td>
<td>22</td>
</tr>
<tr>
<td>3R=15m</td>
<td>80%</td>
<td>10</td>
<td>313</td>
<td>-0.01</td>
<td>5</td>
</tr>
<tr>
<td>m</td>
<td>30%</td>
<td>10</td>
<td>225</td>
<td>0.045</td>
<td>32</td>
</tr>
<tr>
<td>2R=10m</td>
<td>80%</td>
<td>10</td>
<td>327</td>
<td>-0.006</td>
<td>10</td>
</tr>
<tr>
<td>m</td>
<td>30%</td>
<td>10</td>
<td>248</td>
<td>-0.005</td>
<td>40</td>
</tr>
<tr>
<td>1R=5mm</td>
<td>80%</td>
<td>10</td>
<td>341</td>
<td>-0.054</td>
<td>12</td>
</tr>
<tr>
<td>m</td>
<td>30%</td>
<td>10</td>
<td>292</td>
<td>0.001</td>
<td>51</td>
</tr>
</tbody>
</table>
The results show that the proposed combined approach provides good results for depth estimation of the deep pitting. However, the estimated depths differ somewhat from the real values. This can be explained by the fact that the calibration surface is produced with the single pitting. Nearby pittings may be considered as an area wherein the leakage fluxes coming from the nearby pittings interact with each other. The circumferential proximity of the pittings influences the absolute value of the MFL signals and increases them due to the superposition of the leakage fluxes.

When the separation distance between two pittings is too short, the MFL signals are superimposed strongly which results in depth overestimation particularly in case of the shallow pitting. In the case of the deep pitting with a depth of 8mm, the highest depth estimation error was 12% for the separation distance of 1R (5mm). From Table 2, it is clear that significant overestimation of the depth occurred when the spacing between the defects reduced. It is a consequence of a higher superposition of the leakage fluxes coming from the nearby pittings in the case of a smaller separation distance. When the separation distance of two pittings was 1R (5mm), the MFL signals superimposed strongly and depth estimation error was high. In this case, the depth estimation error of the shallow pitting with a depth of 3mm was 51%. When the separation distance increased to 4R (20mm), the leakage fluxes had little interaction with each other, and the depth estimation errors reduced. In this case, the errors were 2% and 22% respectively for the deep and shallow pitting with a separation distance of 20mm.

Understanding the effects of the separation distances of the nearby pittings on the leakage fluxes is very important in improving the accuracy and reliability of the MFL inspection technique. A better understanding of these factors permits effective compensation for the superposition of the leakage fluxes coming from the nearby pittings and will be beneficial for obtaining more accurate sizes of the defects.

6 CONCLUSION

One of the most challenging defects for traditional MFL technique is nearby pittings. This study has described a novel approach for detection and identification of the nearby pittings using the combination of MFL technique with optical inspection technique. The ultimate goal of this research work was to improve the depth estimation accuracy of the nearby pittings. In order to perform this experimental study, various nearby pittings were considered according to the distance between the single pittings. This type of defect geometry comprised two pittings that were vertically aligned to the magnetic field direction. MFL and optical inspection experiments were performed on the flat specimen with machined defects and their contributions to defect characterization were studied. Application of the MFL technique in combination with the optical inspection technique clearly showed that the combined approach provided an increased distinction of the individual pittings and therefore resulted in a better depth estimation of the pittings. Also, the results showed that the accuracy of the depth estimation reduced when decreasing the separation distance between the pittings. However, good results were obtained for the depth estimation of the deep pitting.
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